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Coupled dynamics of body mass and population
growth in response to environmental change
Arpat Ozgul1, Dylan Z. Childs2, Madan K. Oli3, Kenneth B. Armitage4, Daniel T. Blumstein5, Lucretia E. Olson5,
Shripad Tuljapurkar6 & Tim Coulson1

Environmental change has altered the phenology, morphological
traits and population dynamics of many species1,2. However, the
links underlying these joint responses remain largely unknown
owing to a paucity of long-term data and the lack of an appropriate
analytical framework3. Here we investigate the link between
phenotypic and demographic responses to environmental change
using a new methodology and a long-term (1976–2008) data set
from a hibernating mammal (the yellow-bellied marmot) inhab-
iting a dynamic subalpine habitat. We demonstrate how earlier
emergence from hibernation and earlier weaning of young has led
to a longer growing season and larger body masses before hiberna-
tion. The resulting shift in both the phenotype and the relation-
ship between phenotype and fitness components led to a decline in
adult mortality, which in turn triggered an abrupt increase in
population size in recent years. Direct and trait-mediated effects
of environmental change made comparable contributions to the
observed marked increase in population growth. Our results help
explain how a shift in phenology can cause simultaneous pheno-
typic and demographic changes, and highlight the need for a
theory integrating ecological and evolutionary dynamics in sto-
chastic environments4,5.

Rapid environmental change, largely attributed to anthropogenic
influences, is occurring at an unprecedented rate6,7. Concurrent with
environmental change, there have been changes in the phenology8,
geographic distribution9, phenotypic trait distributions and popu-
lation dynamics10 of wildlife species, particularly those living in
extreme environments including high altitude or latitude ecosys-
tems2,11. However, the proximate causes that generate such change
are rarely identified, and most analyses are phenomenological2.
Population-level responses to environmental change can be of several
types: genetic changes occur as a result of directional selection on
heritable traits or drift12,13; life-history and quantitative traits can
shift as a result of both a plastic response to environmental change14,15

and changing selection pressures16–18; and population size can change
with changing demographic rates19,20. Each of these processes
depends on the association between phenotypic traits and survival,
reproduction, trait development among survivors and the distri-
bution of traits among newborns21. Understanding the effects of
environmental change on populations consequently requires insight
into how phenotype–demography relationships are altered and how
these changes affect the distribution of phenotypic traits, life history
and population growth22,23.

In this study, we use a long-term data set from a hibernating
sciurid rodent inhabiting a subalpine habitat to investigate how
environmental change has affected phenotypic traits and population
dynamics (Supplementary Fig. 1). We used 33 years (1976–2008) of

individual-based life-history and body-mass data collected from a
yellow-bellied marmot (Marmota flaviventris) population located
in the Upper East River Valley, Colorado, USA. We used data only
from the female segment of the population because maternity, unlike
paternity, is known with confidence for each pup and most males
disperse by the end of their second year. We focus on body mass as the
focal phenotypic trait because marmot life history, particularly sur-
vival during hibernation and reproduction on emergence, is heavily
dependent on this trait24,25.

Environmental change has influenced several aspects of marmot
phenology8. Marmots have been emerging earlier from hibernation8

and giving birth earlier in the season (Fig. 1a), which allows indivi-
duals more time to grow until immergence into hibernation. Using
body-mass measurements from repeated captures during each sum-
mer and mixed-effects models, we estimated body mass on 1 August
for each individual in the population in each year (Supplementary
Fig. 2). Despite annual fluctuations, there has been a shift in the mean
body mass in older age classes; for example, the mean body mass for
2-year-old and older adults increased from 3,094.4 g (standard error
of the mean (s.e.m.) 5 28.9) during the first half of the study to
3,433.0 g (s.e.m. 5 28.0) during the second half (Fig. 1b).
Meanwhile, population size fluctuated around a stable equilibrium
until 2001, followed by a steady increase over the last seven years
(Fig. 1c). A nonlinear (weighted) least-squares analysis indicated a
break-point in population dynamics at year 2000.9 (s.e.m. 5 1.12,
P , 0.001). The regression slopes from this analysis reveal that the
population size increased on average by 0.56 (s.e.m. 5 0.45, P 5 0.22)
marmots per year between 1976 and 2001 and by 14.2 marmots per
year subsequently (s.e.m. 5 3.17, P , 0.01), indicating a major shift
in the population dynamics. To examine these demographic and
phenotypic changes, we compared body-mass–demography associa-
tions between pre-2000 and post-2000 years. We included a one-year
lag because body condition is expected to influence population size
(through survival and reproduction) one year later. It is notable that
the change in population growth rate occurred more suddenly than
the change in mean body mass (Fig. 1b, c). Nonetheless, the majority
of the highest mean body masses were observed during the last dec-
ade, particularly for adults, indicating that gradual changes in the
environment may have passed a threshold leading to a gradual shift in
the body mass and an abrupt shift in the demographic regime.
Interestingly, other aspects of marmot habitat, including flowering
rates of tall bluebells (Mertensia ciliata), also changed around 2000
(Supplementary Fig. 3).

Our next objective was to understand why these joint changes were
observed. We used mark–recapture methods26 and generalized linear
and additive models27 to identify the most parsimonious functions
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describing associations between body-mass and demographic (sur-
vival, reproduction probability and litter size) and trait-transition
(growth and offspring body mass) rates. We also tested for the effects
of age class and study period on these rates. Body mass had a signifi-
cant positive influence on most rates in both periods (Supplementary
Figs 4–7). Moreover, the form of some of the body-mass–rate func-
tions also changed over time. Heavier marmots, particularly adults,
survived better in later years (Fig. 2a). Both mean juvenile growth
(from the first to second August of life) and the dependence of
growth on mass increased in later years (Fig. 2b); the resulting
increase in growth was much greater among smaller juveniles. In
addition, heavier females had a higher chance of reproducing in later
years (Fig. 2c).

To understand the population dynamic and phenotypic conse-
quences of these changes, we used a recently developed method, an
integral projection model (IPM)28,29, which projects the distribution
of a continuous trait based on demographic and trait transition func-
tions. Using the fitted functions relating body mass to each rate, we
parameterized two IPMs, one for the pre-2000 period and one for after
2000. Eigenanalysis of the two IPMs captured the observed change in
the dynamics: the annual asymptotic population growth rate (l)
increased from an approximately stable (l 5 1.02) in the earlier period
to a rapidly increasing (l 5 1.18) in the later period (Fig. 1c). The
stable mass distributions for each of the periods captured the observed
increase in body mass in both juveniles (38.2 g, 4.2%) and older age
classes (166.7 g, 5.8%) (Fig. 3a). To identify which demographic or
trait transition function had contributed most to the observed
increase in population growth rate, we performed a retrospective
perturbation analysis of the two IPMs. The observed increase in popu-
lation growth rate was predominantly due to changes in the adult
survival and juvenile growth functions (Fig. 3b).
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Figure 1 | Trends in the phenology, mean phenotypic trait and demography
for females of the yellow-bellied marmot population. a–c, Time of weaning
(20.17 days per year, P , 0.01) (a), mean 1 August mass (�ZZ) (b), and
abundance in each age class (c). The four age classes are juvenile (,1 yr),

yearling (1 yr-old), subadult (2 yrs-old) and adult ($3 yrs-old). Subadult
and adult masses are combined (older) in b. Vertical dotted lines delineate
different phases of population dynamics.
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The increase in mean adult survival was the key demographic
factor underlying the observed shift in population dynamics between
the two periods. It could have been caused by two non-mutually
exclusive processes: a change in the relationship between August
mass and survival, and a change in mean August mass in each age
class. To understand the relative contributions of these two processes,
we estimated three mean survival rates for each age class using: (1) the
earlier period’s survival curve and trait distribution, S1(Z1); (2) the
earlier period’s survival curve and the later period’s trait distribution,
S1(Z2); and (3), the later period’s survival curve and trait distri-
bution, S2(Z2). The difference between (2) and (1) versus the differ-
ence between (3) and (2) indicates the contributions of the change in
mean mass versus the change in survival curve. The juvenile survival
did not change substantially, yet the observed small increase was
caused by a change in the mass distribution. For older marmots, both
processes made comparable contributions to the increase in survival
(Fig. 4). The change in the mass distribution contributed slightly
more to the increase in yearling survival, whereas the change in the
survival curve contributed more to the increase in subadult and adult
survival. As the increase in the survival of older individuals is the
prominent cause of the observed population increase, both the faster
growth of marmots and the change in the relationship between
August mass and survival must have had an important role in the
observed shift in population dynamics.

Finally, to understand the processes underlying the observed
phenotypic change, we decomposed the change in mean body mass,
D�ZZ , into contributions from selection and other processes using the
recently developed age-structured Price equation21 (Supplementary
Fig. 8A). The mean annual growth of juveniles increased from
1,523.7 g year21 (s.e.m. 5 45.1) for years before 2000 to
1,847.4 g year21 (s.e.m. 5 78.1) for those after 2000 (P , 0.01).
This faster growth from the first to the second August of life resulted
in higher mean body masses in the older age classes, as also demon-
strated by the retrospective perturbation analysis of the IPMs
(Fig. 3c). The temporal change in mean body mass for the whole

population over the 33 years was predominantly explained by
changes in the mean growth rate contributions (52%), with selec-
tion-related terms contributing only 3% (Supplementary Fig. 8B),
indicating that the change in body mass is not the result of a change in
selection operating on the trait.

How can we interpret these results? The population-level response
to environmental change was mediated to a large extent through
environmental influences on body mass. The increase in the length
of the growing season has altered the phenology; marmots are now
born earlier and they have more time to grow until the next hiberna-
tion. This increase in juvenile growth has caused an increase in body
mass in all age classes. Yet, most of this change was an ecological
(plastic) rather than an evolutionary response to environmental
change as also seen in Soay sheep on St Kilda22. This increase in body
mass and the length of the growing season has also altered the func-
tional dependence of vital rates on body mass. Heavier marmots now
survive and reproduce better than they once did, and this has led to a
rapid increase in population size in recent years.

A simultaneous response to environmental change in phenology,
phenotypic traits and population dynamics seems to be common-
place in nature2. We have demonstrated how such joint dynamics can
be investigated, and have shown how changes in phenotypic traits
and population dynamics can be intimately linked. If we are to
understand the biological consequences of environmental change it
will prove necessary to gain further insight into these linkages.
Despite this, we do not completely understand why the body-
mass–demography associations changed as markedly as we observe.
This means that predicting future change will prove more challenging
than characterizing past change. We suspect that the observed
increase in marmot survival is likely to be a short-term response to
the lengthening growing season. Longer-term consequences may
depend on whether long, dry summers become more frequent, as
this would decrease growth rates and increase mortality rates.
Characterizing observed interactions between environment, pheno-
typic traits and demography is challenging; accurately predicting
how they may change in the future will almost certainly require a
mechanistic understanding of how environmental change impacts
resource availability as well as individual energy budgets30.

METHODS SUMMARY

This study was conducted in the Upper East River Valley near the Rocky Mountain

Biological Laboratory, Gothic, Colorado (38u 579 N, 106u 599 W, approximately

2,950 m elevation). We used data from 1,190 live-trapped females from 1976 to

2008. The body-mass data were collected from each individual at several captures

during May–September. We used a generalized mixed model for each age class to

estimate the 1 August (214th day-of-year) body masses accounting for the random
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effects of year, site and individual identity. For the analysis of stage-specific survival
functions, we used a multistate mark–recapture model where we tested for the

individual and interaction effects of body mass (as a time-varying individual

covariate) and the study period. We used generalized linear and additive models

for the rest of the demographic and transition functions and tested for linear,

nonlinear and interaction effects of body mass, age class and study period. Using

the most parsimonious functions relating body mass to each demographic and

trait-transition rate, we parameterized two 400 3 400 stage- and mass-structured

integral projection matrices (one for the pre-2000 period and one for after 2000),

each consisting of 4 stages and 100 mass intervals. For the retrospective perturba-

tion analysis, we created 512 IPMs representing all possible combinations of

change among the nine functions and estimated the corresponding change in l.

The same method was used to estimate the contribution of each functional change

to the change in mean adult mass. Using the age-structured Price equation, we

decomposed the observed change in mean body mass into exact contributions

from selection and other processes.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
The study system. The yellow-bellied marmot is a large, diurnal, burrow-dwell-

ing rodent, occupying montane regions of western North America25,31. The

species hibernates from September or October to April or May, during which

time individuals lose approximately 40% of their body mass25. The need to

mobilize energy for reproduction and then prepare for hibernation in a short

time period accounts for the energy conservative physiology of this species32,33.

The critical factor determining winter survival and subsequent reproductive

success is the amount of fat accumulated before hibernation34,35. On emergence

all age classes start gaining mass at the rate of about 12–14 g day21. The annual

cycle is a major constraint on population dynamics. The need to satisfy the

energy requirements for hibernation limits reproduction to a single annual event

occurring immediately after emergence. The short active season combined with

large body size delays reproductive maturity until two years of age36.

This study was conducted in the Upper East River Valley near the Rocky

Mountain Biological Laboratory, Gothic, Colorado (38u 579 N, 106u 599 W).

Data were collected from 17 distinct sites within the study area37,38. From 1962 to

2008, yellow-bellied marmots were live-trapped at each site throughout the

active season (May–September) and individually marked using numbered ear

tags39. Animal identification number, sex, mass and reproductive condition were

recorded at each capture. Ages for females that were captured as juveniles were

known, whereas ages for other females were estimated based on body mass

(#2 kg 5 yearling, .2 kg 5 adult)24. In this study, we omitted the years before

1976 owing to lower sampling effort.

Survival and reproduction are affected by the length of the active season,

which varies from year to year as a consequence of variation in the onset and/

or termination of snow cover40,41. The length of the growing season also varies

among marmot sites over a distance of 4.8 km in the Upper East River Valley

where the greatest difference in elevation between colonies is 165 m. The

biology of yellow-bellied marmots in Colorado is described in further detail

elsewhere25,39.

Estimation of 1 August body mass. Marmot life history is tightly related to the

circannual rhythm25. As marmots lose approximately 40% of their body mass

during hibernation25 and females give birth in late May, the mean body mass

changes substantially over the active season and among age classes. Furthermore,

the study area includes several sites with different elevations and aspects and the

environmental conditions vary among years, causing variation in mean body

mass among sites and years at a given date. In this study, we focus on the

estimated 1 August body mass as it provides the best trade-off between data

availability and biological significance. The trapping data until mid-August is

sufficient to provide a good estimate of body mass, from which point on the data

become sparse in most years (Supplementary Fig. 2). August mass is biologically

significant for several reasons: (1) it is beyond the influence of the previous

hibernation, particularly for non-reproductive stages; (2) marmots are weaned

no later than mid-July and there is no reproductive activity until the following

spring so 1 August mass is not confounded by pregnancy; (3) as the plant mass

growth peaks in mid-July33,42, growth plateaus in early August for non-repro-

ductive adults, mid-August for juveniles and late August for reproductive

females25,43,44. Therefore, it covers most of the critical period for individual

growth.

The body-mass data were collected from each individual at several captures

throughout the active season. Individuals were captured an average of 3.12 times

in a given year with a maximum of 7.45 captures in 2003. We grouped indivi-

duals into four age classes (a): juvenile (a 5 1, year 0–1), yearling (a 5 2, year

1–2), subadult (a 5 3, year 2–3), and adult (a 5 4, year .3). To estimate the 1

August body mass for each individual per year, we constructed a general linear

mixed model including the fixed effect of day of year on body mass, and the

random effects of year, site and individual identity. Models were fitted with the

lme4 package45. A separate model was fitted to each age class and random

deviations were incorporated in both the intercept and the (linear) day-of-year

term for all three random effects. Because it includes several ages ($3 yrs old),

the adult model also incorporates a random ‘observation age’ term (nested

within individual) to accommodate individual level variation in size among

successive observation years. We did not attempt to determine whether specific

variance components were significantly different from zero. This is unnecessary

when the goal of modelling is prediction; negligible sources of variation are

simply estimated to be near zero and thus to contribute little to predicted values.

For all four age classes we compared a set of nested models for the fixed effects

structure, which incorporated up to third-order polynomial terms for day of

year. The set of models constructed for adults also considered models with a fixed

effect of age and the interaction of age with day of year. Fixed effect structures

were compared using likelihood ratio tests46. Some caution is required when

applying likelihood ratio tests to examine the significance of fixed effects as these

are known to be anticonservative. Fortunately, all of the results we report were

highly significant.

The most parsimonious models included second-order polynomial terms for

day of year in juveniles and yearlings, and only the linear effect in subadults and

adults (Supplementary Fig. 2). The most parsimonious adult model also

included an age effect but not the interaction term with day of year. For example,

in juveniles and yearlings the expected mass of an individual at observation i is

given by:

E mi½ �~ b0zufm ið Þ,0zvyr ið Þ,0zwst ið Þ,0
� �

z

b1zufm ið Þ,1zvyr ið Þ,1zwst ið Þ,1
� �

Dzb2D2

where D is the day of year; u, v and w refer to the random female, year and site

effects, respectively; b1 and b2 are the linear and quadratic fixed effect terms for

day of year, respectively; and b0 is the global intercept. In the random terms, the

first subscript (for example,yr ið Þ) can be viewed as a mapping function referen-

cing the appropriate random effect level for observation i, and the second sub-

script references the random intercept or slope term as appropriate. Using the

fitted models, we predicted the 1 August (214th day-of-year) mass for each

individual conditional on the predicted random effects given by the best linear

unbiased predictors (BLUPs). We used these estimated 1 August masses for the

rest of the analyses.

Relationship between body mass and demographic and trait transition rates.

To understand the link between phenotypic dynamics and population dynamics,

we examined the relationship between body mass and each of the five demo-

graphic and trait transition rates using the long-term individual-based data. The

demographic rates are, (1) the survival from one year to the next (0 or 1), (2)

reproducing the following year conditional on survival (0 or 1), and (3) litter size

conditional on reproduction ($1); whereas the trait-transition rates are, (4) the

ontogenic growth from one August to the next, and (5) the average 1 August

body mass of the offspring (that is, juvenile) produced to the next year. It is

important to note that most of the juvenile growth (from its first to second

August of life) occurs after individuals emerge from their first hibernation as

yearlings; similarly, most of the yearling growth (from its second to third August

of life) occurs after individuals emerge from their second hibernation as sub-

adults.

For the analysis of survival rates, we used a multistate mark–recapture

model26 implemented using Program MARK47 with the RMark interface48,

where we tested for the effect of body mass (as a time-varying individual

covariate) on stage-specific survival rates. For the rest of the rates, the func-

tions were characterized using generalized linear and additive models

(GAMs)27, as the associations between quantitative traits and demographic

rates could be nonlinear49,50. For each rate, the number of demographic

classes was determined by comparing models with different stage structures

using Akaike’s information criterion51.

We next tested for linear, nonlinear, and two-way interaction effects of the

current August body mass, age class and study period. All rates, except for

litter size and offspring mass, showed significant changes from the earlier to

the later period (Supplementary Table 1), and body mass had a significant

influence on all rates during both periods. Moreover, the relationship

between body mass and some of the demographic and trait-transition rates

significantly differed between the two periods (Supplementary Figs 4–7). The

general models describing the demographic and trait-transition rates are

summarized in Supplementary Table 1.

Construction of the integral projection models. The analysis of demo-

graphic and trait-transition rates described earlier showed that individual

fates are influenced by their body mass and age class. To accommodate both

factors in an efficient manner we constructed a stage- and mass-structured

IPM. General IPMs project the distribution of discrete and continuous trait-

structured population in discrete time. Their main advantage is that they

allow parsimonious modelling of changes in both the phenotypic distri-

bution and population growth rate based on easily estimated demographic

and trait-transition functions28. Theory for general IPMs in a constant envir-

onment and an example application of an age- and size-structured model

can be found in refs 29 and 52, respectively. Using the most parsimonious

functions relating body mass to each demographic and trait-transition rate,

we parameterized two IPMs, one for earlier (,2000) and one for later

($2000) years.

The two main elements of an IPM are the projected trait distributions for each

stage class and the projection kernel components. Our IPM tracks the distri-

bution of body mass in juvenile (a 5 1), yearling (a 5 2), subadult (a 5 3) and

adult (a 5 4) stages. For a general stage class a, the number of individuals in the

mass range x,xzdx½ � at time t is denoted by na x,tð Þ. The dynamics of na x,tð Þ are

governed by a set of coupled integral equations:
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n1 y,tz1ð Þ~
X4

a~2

ð

V

Fa y,xð Þna x,tð Þdx

naz1 y,tz1ð Þ~
ð

V

Pa y,xð Þna x,tð Þdx for a~1,2,3ð Þ

n4 y,tz1ð Þ~
ð

V

P3 y,xð Þn3 x,tð Þdxz

ð

V

P4 y,xð Þn4 x,tð Þdx

where V is a closed interval characterizing the mass domain, Fa y,xð Þ are recruit-

ment kernels that determine the contribution of juvenile, subadult and adult

stages to the next generation, and Pa y,xð Þ are survival-growth kernels that deter-

mine the transitions among (or in the case of adults, within) the four life stages.

These kernels are implied directly by the statistical analysis of the data; the

necessary functions are already parameterized for the two periods and summar-
ized in Supplementary Table 1. The survival-growth kernel for individuals of age

a is given by:

Pa y,xð Þ~Sa xð ÞG’a y,xð Þ
An individual that remains in the population must survive over winter and grow.

The prime notation in the growth kernel is present to highlight that this function

is not the same object as the corresponding demographic growth model in

Supplementary Table 1, but rather it is the conditional distribution of y given

x (which is easily derived from the demographic growth model). The recruit-

ment kernels are given by:

Fa y,xð Þ~Sa xð ÞRa xð ÞLa xð ÞQ’a y,xð Þ
Reading from left to right, we see that to contribute a juvenile to the population

in the following summer, a current individual with mass x must survive over

winter and successfully reproduce in the following summer, giving rise to female

recruits with mass y, the number and size of which depends on the reproducing

adults’ size. The prime notation present in the identifier of the offspring mass

kernel serves the same purpose as that in the adult growth kernel above. The

model only accounts for females, thus La(x) is the number of female offspring.

Having specified the survival-growth and fecundity kernels, the model is now
complete.

Sequential iteration of the IPM entails repeated numerical integration. To

achieve this, we used a simple method called the midpoint rule. This method

constructs a discrete approximation of the IPM on a set of ‘mesh points’ and then

uses matrix multiplication to iterate the model. Similarly, computation of the

asymptotic growth rate and stable age 3 mass distribution is achieved by follow-

ing the common procedures for a matrix projection model53. A detailed explana-

tion of the midpoint rule has been previously given29. The accuracy of the

method depends on the size of the mesh; increasing this improves the numerical

accuracy of the approximation. We chose to divide the body mass interval into

50 mass classes, as this ensures that the population growth rate calculations are

accurate to at least three decimal places.

Retrospective perturbation analysis of the IPM. To identify which one of the

nine demographic and trait transition functions (Supplementary Table 1) con-

tributed the most to the observed increase in l from the earlier to the later period,

we performed a retrospective perturbation analysis of the two IPMs. We first

created a design matrix with nine columns representing all the functions

(Supplementary Table 1) and 512 rows representing all possible combinations
of change among these nine functions. The entries of the design matrix are 0 or 1,

indicating whether the function was parameterized using ,2000 or $2000 data,

respectively. Next, for each combination, we created an IPM and estimated the

corresponding l. Using the dummy coding for each of the nine functions as

binary explanatory variables and l as the response variable, we tested for the

main effects of and two-way interactions between each of the nine functions. The

main-effects model explained a substantial amount of the variation in l
(R2 5 98.7%); therefore, we ignored the two-way interactions. The resulting

regression effect sizes denote the change in l contributed by the change in each

of the nine demographic and trait transition components. Similarly, we esti-

mated the contribution of each functional change to the mean adult mass by

estimating a mean adult mass from the stable size distribution (right eigenvec-

tor) for each combination and applying the same methodology outlined above.

The age-structured Price equation. To understand the processes underlying the

observed phenotypic change, we decomposed the change in mean body mass,

D�ZZ , into contributions from selection and other processes using the age-struc-

tured Price equation21,22. The exact change in mean value of a trait over a time

step, D�ZZ tð Þ~�ZZ tz1ð Þ{�ZZ tð Þ, is decomposed into seven contributions. The

mathematical details have been previously provided21,22. Here we provide further

details on the interpretation of terms in Supplementary Fig. 8A. The DCs term

describes change in �ZZ resulting from changes in demographic composition

owing to ageing, whereas the DCr term describes the change in �ZZ resulting from

the addition of new individuals owing to birth. The VS term is the viability

selection differential on Z across all individuals; it describes how selective

removal of individuals through mortality alters �ZZ . The contribution to �ZZ from

age-specific trait development (growth or reversion) among individuals that

survive is captured in the GR term. The FS term is the reproductive selection

differential, which describes how �ZZ differs between parents and the unselected

population. The OMD term represents the contribution of differences between

offspring and parental trait values to �ZZ . The ODC term describes the contri-

bution from any covariance between OMD and number of offspring produced

by each individual. Each of these terms is weighted by demographic sensitivities,

which describe how survival or reproduction in an age class contributes to

population growth.

All analyses in this study were performed using the statistical and program-

ming package, R (ref. 54).
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Table S1. Statistical models and parameter estimates describing the relationship 

between August 1st body mass and demographic and trait transition rates. The 

models include the main effects of log‐body mass x and period p (≥2000), and 

their interaction effect xp; values in parentheses are standard errors of 

parameter estimates. The predicted values are the survival probability S, 

reproduction probability R conditional on survival, litter size L conditional on 

reproduction, conditional mean of log‐body mass next year G given current mass, 

and conditional mean of log‐offspring body mass next year Q given current mass. 

Subscripts indicate the age classes that the functions apply to. Function f (x | p)  

is a standard smoothing function of x including the interaction effect of p with 

the given degrees of freedom df for each level of p. Superscript * indicates 

significance (at α=0.05) of each term based on the likelihood ratio comparison 

with the reduced models. n indicates the corresponding sample sizes.  Logit(Y) 

indicates binomial regression using logit link, whereas Log(E(Y)) indicates 

Poisson regression using log‐transformed expected values. 

 

Function  Model  Fitted GLM / GAM  n 

Survival probability 
Logit(S1) 

Logit(S2+) 

‐8.21(1.65) +1.25(0.24) x* ‐ 4.59(4.42) p + 0.66(0.64) xp 

‐17.80(2.30) +2.31(0.29) x* ‐ 14.90(4.71) p* + 1.91(0.59) xp* 

927 

1401 

Reproduction 

probability 

Logit(R2) 

Logit(R3+) 

3.89(9.44) ‐ 0.68(1.21) x ‐ 43.57(22.27) p + 5.50(2.79) xp* 

3.08(7.73) ‐ 0.39(0.96) x ­ 22.01(13.26) p + 2.73(1.63) xp* 

273 

604 

Litter size  Log(E(L2+))   ‐ 5.07(1.94) + 0.74(0.24) x* ­ 0.83(3.46) p ‐ 0.10(0.43) xp  358 

Ontogenic 

growth 

G1 

G2  

G3+ 

7.84(0.01) + 0.11 (0.01) p* + f (x*| p* df: 5.08, 2.16) 

4.97(0.53) + 0.39(0.07) x* ­ 1.17(1.19) p + 0.14(0.15) xp  

1.66(0.29) + 0.80(0.04) x* + 1.81(0.48) p ‐ 0.22(0.06) xp* 

400 

210 

501 

Offspring mass  Q2+  1.99(0.98) + 0.60(0.12) x* + 0.20(1.76) p ‐ 0.02(0.22) xp  339 
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 Figure S1. A change in the climatic environment can lead to a change in a 

species’ phenology and in the relationship between traits and demographic rates. 

Such a change can have direct effects on the phenotypic traits (e.g., body size) 

and demographic rates (e.g., survival and reproduction). In this study, we 

demonstrate the exact mechanism through which these changes have lead to a 

remarkable shift in the joint dynamics of population size and trait distributions 

in a yellow‐bellied marmot population. 
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Figure S2. The relationship between day‐of‐year and log‐body mass in two 

largest colony sites. The fitted mixed‐effect models include quadratic 

relationship for juveniles and yearlings and linear relationship for older age 

classes. The vertical lines indicate August 1st (214th day‐of‐year), the date for 

which the body masses were estimated.  
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Figure S3. There has been a sharp decline in the maximum number of flowers in 

a bloom of the blue bell, Mertensia ciliata, suggesting a general environmental 

shift in the study area during the last decade (David Inouye, unpublished data). 

 

 

Figure S4. The relationship between body mass and survival for <2000 and 

≥2000 years. Shaded areas indicate the 95% confidence intervals, and rugs 

above and below the graph represent the distribution of the body mass data. 
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Figure S5. The relationship between body mass and age‐specific growth for 

<2000 and ≥2000 years. Shaded areas indicate the 95% confidence intervals, and 

rugs above and below the graph represent the distribution of the body mass 

data. 
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Figure S6. The relationship between body mass and age‐specific probability of 

reproduction for <2000 and ≥2000 years. Shaded areas indicate the 95% 

confidence intervals, and rugs above and below the graph represent the 

distribution of the body mass data. 

 

 

Figure S7. The relationship between body mass and (A) number of offspring 

produced and (B) offspring mass for <2000 and ≥2000 years. Shaded areas 

indicate the 95% confidence intervals, and rugs above and below the graph 

represent the distribution of the body mass data. 
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Figure S8. (A) Time‐series of the contributions of different terms to  ZΔ  summed 

across all ages, and (B) the percentage contribution of each term to the observed 

total variation in  ZΔ  (see Methods for definition of abbreviations). 
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Beyond cosmology, there is astrophysical 
interest in determining the evolution of the 
neutral-gas content of galaxies. In essence, gal-
axy formation (to an astrophysicist) entails the 
conversion of gas to stars over cosmic time. 
The most naive assumption is that, at some 
point in the past, galaxies were mostly gas, 
which fuels star formation. But observations 
of this phenomenon have presented a puzzle. 
It is now well quantified that the cosmic star-
formation rate per unit volume a few billion 
years ago was an order of magnitude higher 
than it is today. In effect, we live in a relatively 

boring cosmic epoch, and things promise to 
become more boring with time. However, 
indirect measurements of the evolution of the 
cosmic HI mass density, through studies of 
HI Lyman-α absorption lines in the spectra 
of quasars and galaxies, show essentially no 
change in the HI mass density over this same 
cosmic time range and beyond9. This suggests 
that the gas collects in mostly molecular form 
(H2), or that the neutral atomic gas is simply 
seen during a phase transition as it accretes 
onto galaxies from the ionized intergalactic 
medium (or some combination thereof10).

Figure 1 | Cosmic surveys and pointillism. Traditionally, astronomers map out the large-scale structure 
in the Universe by observing and cataloguing millions of galaxies — much as a painter using the 
technique of pointillism, here depicted in Georges Seurat’s painting La Parade de Cirque (1888), uses 
many small distinct dots to generate an image. Chang and colleagues’ survey3 of 21-centimetre radio 
emission by neutral atomic hydrogen from aggregates of thousands of galaxies sidesteps the need to 
detect the individual sources and looks for large-scale patterns directly — somewhat like using a broad 
brush to produce a painting of the cosmos.

Chang and colleagues’ intensity 
mapping technique, coupled with 
surveys of optical galaxies, provides 
an alternative means of measuring the 
mean HI mass density in the distant 
Universe. Their result3 represents 
an independent confirmation of the 
Lyman-α absorption measurements, 
supporting the conclusion that the 
cosmic HI mass density is roughly 

constant with redshift.
The detection of neutral hydrogen in galax-

ies at large cosmic distances has been a major 
science driver for the future Square Kilome-
tre Array (SKA) radio telescope. Indeed, the 
measurement of the BAO by large surveys of 
HI 21-cm radio emission from distant galaxies 
is one of the key science projects for the SKA11. 
Chang and colleagues3 demonstrate a tech-
nique that could provide the first insight into 
large-scale structure at high redshifts before 
the construction of such a mega-facility. ■
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CLIMATE CHANGE

Fatter marmots on the rise
Marcel E. Visser

Demonstrations of coupled phenotypic and demographic responses 
to climate change are rare. But they are much needed in formulating 
predictions of the effects of climate change on natural populations.

Climate change is affecting natural systems, as 
is clear from the ample data on shifts in the 
seasonal timing — the phenology — of repro-
duction and migration, and in body size and 
species’ distribution ranges1. Evidence that 
climate change is affecting population num-
bers is less abundant; variations in population 
size can have many causes. On page 482 of this 
issue, however, Ozgul and colleagues2 describe 
just such a connection.  

Ozgul et al. have studied the impact of cli-
mate change on the demographic processes 
affecting population numbers of yellow-bellied 

marmots (Marmota flaviventris, pictured on 
the cover). These rodents live in a subalpine 
habitat in the United States and spend the 
winter hibernating. Climate change has led 
to a shift in the marmots’ phenology of hiber-
nation and reproduction: they now emerge 
earlier in spring and also wean their young 
earlier. As a consequence, their growing sea-
son has become longer, and they are heavier 
before they begin hibernation. Such shifts in 
phenology have been shown many times, but 
Ozgul et al. take matters further by assessing 
the effect that the increase in mass has had on 

various demographic rates, such as winter sur-
vival and probability of reproduction. These 
demographic effects are then used to explain 
the sharp, threefold increase in marmot num-
bers from the year 2000 onwards. 

The authors show that the marmots’ demo-
graphic rates are affected in two ways by climate 
change. The first is a straightforward effect of 
the increased mass preceding hibernation. 
This mass directly affects winter survival, so 
more animals are surviving. But the second 
is more subtle: climate change also affects the 
relationship between mass and demographic 
processes. For instance, adult winter survival 
has been more strongly dependent on mass in 
more recent, warmer years, but, on top of that, 
animals have also survived better over the entire 
range of hibernation masses during this period 
than in the past. Both factors have influenced 
the overall increased survival. The authors use 
the combined effects to explain the popula-
tion increase. It is fascinating that these links 
between phenotype and demographic proc-
esses are altering owing to climate change. 
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The pre-hibernation increase in mass over 
the study period (1976–2008) was largely due 
to phenotypic plasticity, as has often been 
found3, rather than to genetic change. This 
means that the marmots are not changing 
genetically, but that they have higher masses 
owing to altered environmental conditions. It 
remains unclear why they are now heavier. In a 
mechanistic approach, there is always another 
underlying causal level to be explored. For 
instance, Ruf and Arnold4 showed that hiber-
nating alpine marmots (Marmota marmota) 
that had pre-hibernation dietary access to  
specific plant compounds (polyunsaturated 
fatty acids) were able to drop their tempera-
ture at hibernation to a lower level, and hence 
needed less fat at the start of hibernation. 

It is thus possible that, in the yellow-bellied 
marmot, changes in flower phenology or seed 
production also play a part. Interestingly, Ozgul 
and colleagues observed a marked decline in the 
number of flowers of tall bluebells (Mertensia  
ciliata), a plant included in the marmots’ diet5, 
in the study after the year 2000. This may mean 
that the marmots have lacked some specific 
plant compounds, and so have needed to be fat-
ter to survive hibernation. This would indicate 
a strategic change in hibernation mass, whereas 
Ozgul et al. assume that change is attributable 
simply to the prolonged growing season, and 
the extension of the time available for marmots 
to become heavier. Further insight into the 
complex ecological and physiological mecha-
nisms involving energy expenditure during 
hibernation, winter temperature and diet dur-
ing pre-hibernation fattening is needed to fully 
understand the observed abrupt increase in the 

marmot population after 2000. 
The major challenge in climate-change 

ecology is to predict the impact of future cli-
mate change on populations6. The study on 
marmots2 emphasizes again that this chal-
lenge needs to be tackled with mechanistic 
population models that incorporate ecologi-
cal and evolutionary processes7,8. In the case of 
the marmots, the altered ecological processes 
change the way in which the demographic rates 
are affected by hibernation mass. The evolu-
tionary processes select for phenotypic plastic-
ity — that is, how the environment influences 
hibernation mass. The task ahead is to model 
these processes simultaneously2,8, as well as to 
integrate physiology and molecular genetics 
into these mechanistic population models. It is 
only by this route that biologists will be able to 
forecast the implications of various climate sce-
narios for population viability and, ultimately, 
for biodiversity.  ■
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CATALYSIS

Fluorination made easier
Tobias Ritter

By putting the pieces of a chemical puzzle into the right order, a thorny 
problem in catalysis has been solved. This opens the door to syntheses of 
molecules that contain the useful trifluoromethyl group.

When chemists try to make molecules, they 
cannot always get what they want. For example, 
they have tried for some time now to find good 
ways of introducing trifluoromethyl groups 
(CF3) into complex organic molecules, but 
without much success. There are compelling 
reasons to develop such a reaction, because 
the introduction of trifluoromethyl groups can 
dramatically change the properties of  mole-
cules, often for the better. Among other things, 
trifluoromethyl groups can increase the brain 
penetration of drugs that act on the central 
nervous system, and they can make materials 
more durable. Reporting in Science, Cho et al.1 
now describe a general catalytic reaction that 
allows molecules containing trifluoromethyl 

groups to be made much more easily than 
before.

Although trifluoromethyl groups have been 
known for a long time, the preparation of mol-
ecules that contain them has been challenging. 
This is because many of the synthetic meth-
ods for making these molecules required harsh 
reaction conditions such as high temperatures, 
which can be applied only to fairly simple mol-
ecules (which are often the most robust). For 
the synthesis of more complex trifluorometh-
ylated molecules, one needed to start from a 
simple, readily available molecule that contains 
a trifluoromethyl group and then build up the 
desired molecule from it, a process that can be 
lengthy and time-consuming.

Nevertheless, because trifluoromethyl 
groups have been so successful in improving 
various molecules’ properties, perhaps most 
notably the biological properties of drugs, 
chemists were willing to go the extra mile. 
The antidepressant fluoxetine (Prozac), for 
example, contains a trifluoro methyl group; 
dutasteride (Avodart), a drug that changes the 
processing of testosterone in the body, even 
has two. But the synthetic rules were simple: 
don’t bother trying to attach a trifluoromethyl 
group to a complex molecule, because success 
is extremely unlikely. 

With the advent of Cho and colleagues’ reac-
tion1, the rules could be about to change. The 
authors have tackled this synthetic challenge 
by using palladium-catalysed cross-coupling 
chemistry, a field that has been around for 
almost 50 years. Cross-coupling catalysis, in 
which two molecular fragments are joined 
together with the assistance of a metal cata-
lyst, has transformed, hands down, the way in 
which chemists build molecules2. One reason 
for its success is that it is simple to identify how 
cross coupling can be used when devising a 
synthetic route for a target molecule. Develop-
ments over the past few decades have increased 
the efficiency and reliability of cross-coupling 
catalysis to such an extent that it is now hard 
to find a synthesis of a drug-like molecule that 
does not use this chemistry.

So why has it taken so long to develop cross-
coupling reactions for trifluoromethyl groups? 
After all, the group is simply a methyl group 
(CH3) in which all three hydrogen atoms 
have been replaced with fluorines, and highly 
effective cross-coupling methods for attaching 
methyl groups to molecules have been available 
for some time. The answer is that the electronic 
properties of fluorine atoms are very different 
from those of hydrogen atoms, which makes 
trifluoromethyl groups much less reactive than 
methyl groups for cross-coupling reactions. 
What’s more, trifluoromethyl groups are more 
prone to undergoing undesired side reactions 
in cross-coupling processes.

Enter Cho et al.1, who have used simple 
chemicals known as aryl chlorides (Fig. 1) as 
starting materials for their reactions. These 
compounds are readily available, in part 
because they are widely used in other cross-
coupling processes. In the authors’ trifluoro-
methylation reaction, aryl chlorides react with 
a palladium catalyst, forming intermediate 
compounds in which a palladium atom has 
inserted itself into the carbon–chlorine bond 
of the aryl chloride so that the palladium is 
bound to both the carbon and the chlorine 
atoms (Fig. 1a). In the next step of the cata-
lytic cycle, exchange of the chlorine for a tri-
fluoromethyl group (provided by another 
starting material) generates another palla-
dium intermediate (Fig. 1b), from which the 
desired product — in which the chlorine atom 
of the aryl chloride has been replaced with a 
trifluoromethyl group — forms (Fig. 1c). The 
overall process is therefore the replacement 
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